
Learning to Active Learn by Gradient Variation 
based on Instance Importance

Sergio Flesca, Domenico Mandaglio, Francesco Scala and Andrea Tagarelli
{flesca, d.mandaglio, francesco.scala, tagarelli}@dimes.unical.it

Dept. Computer Engineering, Modeling, Electronics, and Systems Engineering (DIMES) University of Calabria, Rende (CS), Italy

Introduction

Methods

Ø Active Learning aims at selecting the data instances to be labeled by an expert, or annotation oracle, in order to 
train a machine learning model as quickly and effectively as possible.

Ø We propose a new iterative learning-to-active-learn approach that selects the instances to be labeled as the 
ones producing the maximum change to the current classifier, measured in terms of variations in the learning 
gradient of the classification model.

Ø Our experimental evaluation conducted on CIFAR-10 image data, and including a comparison with two baselines, 
has shown promising results by the proposed approach in terms of percentage increase in accuracy.

Different strategies to compute the importance score of an 
instance x at the current epoch:
Ø Direct similarity (DS): proportional to the similarity 

between the directions of the gradient of the neural 
network at the current epoch and the gradient 
calculated with respect to the instance x only.

Ø Ranked direct similarity (RDS): first applies the DS 
technique, then the importance scores of the new set 
of labeled instances (NLI) computed by DS are ordered 
and divided in three bins.

Ø Leave-one-out distance (LD): proportional to the 
difference between the directions of the gradient of the 
neural network at the current epoch and the gradient 
calculated when leaving out x.

Ø Ranked leave-one-out distance (RLD): first applies the 
LD technique, then the importance scores of the 
instances in NLI computed by LD are ordered and 
divided in three bins.

Results
Performance of our proposed methods: initial and final accuracy 𝐴(") and 𝐴, percentage increase w.r.t. a random baseline (Rnd) and w.r.t. the Least
Confidence Sampling (LCS) method, and active learning time (sec) averaged over the epochs, for various percentage values of unlabeled instances

Percentage increase of accuracy for the various active learning 
methods, with varying percentage of unlabeled instances, and 
number of selected instances at each epoch equal to 500 


