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Ø We define ML-Link, a neural-network based learning framework for link 
prediction on (attributed) multilayer networks. Its purpose is to estimate 
the probability of edge existence within an arbitrary set of layers.

Ø We focus on augmenting multilayer Graph Neural Networks (GNNs) with 
node-pair structural features learned from both within- and across-layer 
information.

Ø We assess the significance of ML-Link on real-world and synthetic 
multilayer networks, conducting a comparative evaluation against MAGMA 
(Coscia et al., 2022), Pujari (Pujari et al., 2015), Jalili (Jalili et al., 2017), 
Hristova (Hristova et al., 2016), MAA (Aleta et al., 2020), MELL (Matsuno et 
al., 2018), CrossMNA (Chu et al., 2019), ML-GAT (Zangari et al., 2021), 
GATNE (Cen et al., 2019), Neo-GNN (Yun et al., 2021) and SEAL (Zhang 
et al., 2018).

ML-Link
ML-Link is an end-to-end framework for link prediction based on two components:

1. NN-based node pair neighborhood features extraction (NN-NPN) learns node-pair 
structural information by leveraging the ISL, ESL and CLA modules.

2. GNN-based node embedding (GNN-NE) learns node representation based on external 
available node information through a multilayer GNN module.

• ISL captures within-layer topological 
information between the target nodes.

• ESL captures multilayer information between 
the entities related to the target nodes, through 
the context-aware vectors 𝒛(𝝉), where 𝜏 is a 
type of overlapping multilayer neighborhood 
(e.g., MAAN).

• CLA weights the importance of each type of 
overlapping multilayer neighborhood through an 
attention mechanism.

Comparative evalution: ML-Link outperforms 
11 competing methods and 6 heuristics 
(ensemble) in terms of AUC and AP.

Ablation analysis: all architectural components 
of ML-Link are effective.

ML-Link tends to be faster than the 
strongest competing method on two sets 
of syntethic networks

Results
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Sensitivity analysis: ML-Link is robust w.r.t. its 
main hyper-parameter 𝜓, which weights the 
importance of ISL vs ESL and CLA modules.

Efficiency analysis: ML-Link tends to be 
faster than the strongest competing 
method on two sets of syntethic networks.

Overview Motivation
• GNN representation learning design limits their ability to capture link-

specific information, resulting in classic heuristics achieving comparable 
performance in link prediction tasks.

• We aim to inject node-pair-level (multilayer) structural features based on 
the shared neighborhoods of any two nodes into the learning process.

• Learning link structural information by considering the overlapping 
neighborhood between any pair of layers enable to generalize single-
layer and multilayer link prediction heuristics.

• Exploiting different overlapping multilayer neighbors enable a holistic 
view of the multilayer neighborhood:
• Overlapping across-layer neighborhood (OAN) considers the shared 

entitiy-neighbors across two layers.
• Multilayer Adamic-Adar neighborhood (MAAN) considers triadic 

closure relations across two layers.


