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Introduction

• In real-world (social) graphs each interaction is friendly or 
antagonistic:
• e.g. friend/foe, trust/distrust, agree/disagree etc.

• Increase of polarization around controversial issues is a 
growing concern with important societal fallouts.

• In order to study (and/or mitigate) polarization in large-
scale online data, one first step is to detect it.



Signed Graphs

We denote a signed graph 𝐺 = (𝑉, 𝐸! ∪ 𝐸"), where 𝑉 is the 
set of nodes, 𝐸! (resp. 𝐸") denotes the set of positive (resp. 
negative) edges.

Signed adjacency matrix: 𝐴 = 𝐴! − 𝐴"



2-Polarized-Communities (2PC) Problem

Find two communities 𝑆!, 𝑆" ⊆ 𝑉 such that:
• (R1) within 𝑆! and 𝑆", there are mostly 

positive edges
• (R2) across 𝑆! and 𝑆", there are mostly 

negative edges 
• (R3) the size of 𝑆! ∪ 𝑆" is as small as possible 

Note: 𝑆! and 𝑆"	can be concealed within a large 
body of other network vertices (𝑆#), which are 
neutral with respect to the polarized structure

An example of two polarized communities in the 
Congress network. Solid edges are positive, 

while dashed edges are negative. 

Bonchi Francesco, et al. "Discovering polarized communities in signed networks." CIKM 2019.

𝑆! 𝑆"



2PC: Problem Statement

polarity

𝑝 𝐱, 𝐴 =

Theorem. 2PC is NP-Hard

Bonchi Francesco, et al. "Discovering polarized communities in signed networks." CIKM 2019.



Relaxed Version of 2PC



Limitations of Existing Algorithms to 2PC
Limitation 1: deriving a solution to 2PC starting from one 
optimal/approximate solution of the relaxed problem may be limiting in 
terms of polarity, i.e. suboptimal solutions to the relaxed problem can 
lead to better solutions to 2PC after rounding.

A B C D E

𝑝 𝒛∗, 𝐴 = 2.372

𝑝 𝒛, 𝐴 = 2.363

𝑅𝑂𝑈𝑁𝐷 𝒛∗ = 𝒙! = [1, −1, −1, −1, −1] (with threshold 0.282)

𝑅𝑂𝑈𝑁𝐷 𝒛 = 𝒙" = [1, 0, 0, −1, −1] (with threshold 0.213)

𝑝 𝒙!, 𝐴 = 1.6

𝑝 𝒙", 𝐴 = 2



Limitations of Existing Algorithms to 2PC
Limitation 2: The polarity function does not require or foster the 
detection of size-balanced communities. 

• Indeed, maximizing polarity can easily lead to degenerate solutions with a single 
sufficiently large community and another (almost) empty community, even if the input 
signed graph does contain “natural” polarized communities that are both non-empty and 
possibly of comparable size. 

P1 = {{A,B,C,D}, {E,F,G,H}}

P2 = {∅,{E,F,G,H,I,J,K,L}}. 



Neural2PC: A Neural Approach to 2PC
A novel machine-learning approach to 2PC that addresses the 
aforementioned limitations:
• Limitation 1: by soundly and effectively exploring a variety of 

suboptimal solutions to the relaxed problem, so as to ultimately select 
the one that leads to the best discrete solution to 2PC after rounding. 

• Limitation 2: by equipping a generalization of the polarity function, 
named 𝛾-polarity that is designed to produce polarized communities 
that, depending on the setting of 𝛾, can be either more balanced or 
larger than those yielded by standard polarity. 

Francesco Gullo, Domenico Mandaglio, and Andrea Tagarelli. "Neural discovery of balance-aware polarized communities." Machine Learning. 2024.



Overview of Neural2PC

Penalizes solutions/assignments 
which are far from «discrete»



𝛾-Polarity Objective

• 𝛾 > 1 favors size balance among communities
• 𝛾 = 1 standard polarity
• 𝛾 ∈ (0, 1) favors size unbalance among communities



Some Visualizations for 𝛾-Polarity Results 



Experimental Evaluation
Datasets: 10 real-world networks and synthetic networks (with ground-
truth communities information).

Competing methods: state-of-the-art methods for discovering 
polarized communities (EIGEN1, R-EIGEN1), as well as against non-trivial 
baselines inspired by methods devised for different yet related problems 
(PIVOT2, GREEDY3, SPONGE4, BNC5, SSSNET6).

1. Bonchi Francesco, et al. "Discovering polarized communities in signed networks." CIKM 2019.
2. Bansal Nikhil, Avrim Blum, and Shuchi Chawla. "Correlation clustering." Machine learning 2004.
3. Charikar Moses. "Greedy approximation algorithms for finding dense components in a graph." International workshop on 

approximation algorithms for combinatorial optimization 2000.
4. Cucuringu Mihai, et al. "SPONGE: A generalized eigenproblem for clustering signed networks." AISTATS 2019.
5. Chiang Kai-Yang, Joyce Jiyoung Whang, and Inderjit S. Dhillon. "Scalable clustering of signed networks using balance normalized 

cut." KDD 2012.
6. He Yixuan, et al. "SSSNET: semi-supervised signed network clustering." SDM 2022.



Experimental Evaluation
Evaluation goals: We assessed accuracy of the proposed Neural2PC and 
competitors/baselines on
1. real datasets
2. synthetic datasets
3. impact of different signed GNNs when used as a module of Neural2PC 
4. runtimes of the considered methods 
5. effectiveness of the individual components of Neural2PC through an 

ablation study
6. effectiveness of the γ-polarity measure in yielding communities that 

are both size-balanced and high-quality.



Real-World Datasets



Results on Real-World Datasets: Polarity 
and Solution Size



Conclusions & Future Work

We discussed a recent advancement in 2PC, which relies on a 
GNN-based neural approach and introduces the notion of 𝛾-
polarity to improve the balance in the size of the polarized 
communities.

Future work: 
• Extend Neural2PC to detect k polarized groups
• Devise a custom GNN model for the 2PC task



Thank you!
Questions?





2PC Objective



2PC Objective



2PC Objective

𝑥 is an assignment vector that encodes 𝑆! and 𝑆" (and 𝑆$)



Limitations of Spectral Algorithms to 2PC
Limitation 2: The polarity function does not require or foster the 
detection of size-balanced communities. 

• Detecting fine-grained polarization phenomena within signed networks is crucial, being 
essential to recognize minorities in polarization which might correspond to harmful 
situations like isolation 

Both Eigensign and Random-Eigensign 
yield { 𝐵, 𝐶, 𝐷, 𝐸, 𝐹, 𝐺 , ∅} instead of the 
desired output 𝑆!, 𝑆" = { 𝐵, 𝐶, 𝐷, 𝐸 , ∅}



2PC-Relaxed is in PTIME

Good news: finding the largest eigenvector of the signed adjacency matrix can be 
done through the Lanczos method in 𝑂(𝑡 ⋅ |𝐸|), where 𝑡 is the number of Lanczos 
iterations and 𝐸 is the overall set of edges (positive and negative) in the signed graph.



Spectral Algorithms for 2PC

• Both algorithms first 
compute the optimal 
solution to the 2PC-
Relaxed problem (line 1)

• The two algorithms differ 
in their approach to 
constructing a solution to 
2PC from the optimal 
solution to 2PC-Relaxed



Enhancements for practical use: 
Rounding Step
Limitation: EIGENSIGN always outputs a solution involving all the 
vertices in the network 
Solution: rounding the continous vector 𝒛 ∈ −1,+1 |9| with a threshold



Neural2PC Framework 



Example: Issues with the Polarity 
Objective

P1 = {{A,B,C,D}, {E,F,G,H}}
P2 = {∅,{E,F,G,H,I,J,K,L}}. 

The polarity of P1 and P2 is (15×2)/8 = 3.75, and (15×2)/8 = 3.75, respectively. Despite, P1 and P2 
both exhibit the highest polarity, P1 is much more size-balanced, thus intuitively preferable. Instead, 
the 𝛾-polarity of P1 is higher than P2 for any 𝛾 > 1.



Results on Synthetic Datasets

Synthetic datasets generated with 
the modified signed stochastic 
block model (M-SSBM) as a 
generator, that has 3 parameters:
• number of nodes 𝑛
• size of the ground-truth 

communities 𝑛% = 𝑆! = |𝑆"|
• a noise parameter 𝜂 ∈ 0, 1  to 

control edge probabilities

Parameters setting: 𝑛 = 1000,	
𝑛% = 100 and varied 𝜂 ∈ 0, 0.6  
with stepsize 0.1



Execution Times

Figure. Execution times (in seconds) of the proposed Neural2PC method vs. competing methods on real-world network datasets. 


